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Abstract—Based on the context of the Emerging Engineering Education initiative and considering the curriculum status
of Neural Networks and Deep Learning within the Artificial Intelligence undergraduate program — characterized by
high theoretical complexity, rapid iteration, interdisciplinary integration, and strong practicality —this paper proposes
guiding ideological and political education with the spirit of scientists, constructing a content system encompassing
classical, modern, and applied knowledge, and implementing a new teaching model driven by scientist stories, case
studies, and inquiry-based learning. Using the teaching of the residual networks chapter as an example, it demonstrates
an instructional design that integrates scientist stories with the principles of deep learning methods. After implementing
the teaching model proposed in this paper, students demonstrated increases of 1.06% and 1% in direct and indirect
course objective attainment rates respectively compared to the previous year, indicating an improvement in teaching

effectiveness.
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